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MAKE A PARAGRAPH ABOUT YOURSELF USING ChatGPT 

by USING DIFFERENT PROMPTING (NOT MORE THAN 500 

WORDS). 

 

WRITE A SHORT NOTE ON THE EFFICIENT METHOD OF 

PROMPTING to execute the task 

 

1. Zero-shot prompting 

Zero-shot prompting is a technique that leverages LLMs’ general knowledge 

capabilities to perform new activities and tasks.  It doesn’t need any examples or 

prior training, relying only on the model’s pre-existing knowledge to check how 

accurate its answers are. When fed clear and concise prompts, these models can 

create relevant responses for tasks they weren’t explicitly trained for. Zero-shot 

learning applies the model's knowledge to make guesses and sort through new 

data. It’s vital for testing how well a model works independently. 

 

Example Prompt: 

"Summarize the following paragraph in one sentence: 'Manufacturing 

technology selection is a complex process requiring the balance of cost, 

efficiency, and sustainability. MCDM methods such as AHP and TOPSIS help 

decision-makers evaluate trade-offs and align technology with strategic goals.'” 

Expected Response: 

"Manufacturing technology selection involves balancing cost, efficiency, and 

sustainability using MCDM methods like AHP and TOPSIS for strategic 

decision-making." 

 

2. One-shot prompting  

One-shot prompting involves providing the model with a single example of how 

to perform a task. It then prompts the model to perform similar tasks and measures 

how well a single input produces accurate outputs. In one-shot prompting, the 

model receives one demonstration of the desired input-output pair. The one-shot 

method leverages the model’s pre-existing knowledge and ability to generalize, 
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allowing it to understand the task’s context and requirements from just one 

example.  

Example Prompt: 

 

"Summarize the following text in one sentence. Example: 

Example: 
"AI-driven automation reduces human error in manufacturing." 

Summary: "Automation powered by AI enhances precision and minimizes 

errors." 

Now, summarize this paragraph: 

"Manufacturing technology selection is a complex process requiring the balance 

of cost, efficiency, and sustainability. MCDM methods such as AHP and TOPSIS 

help decision-makers evaluate trade-offs and align technology with strategic 

goals." 

Expected Response: 

"Technology selection in manufacturing requires balancing cost, efficiency, and 

sustainability using MCDM techniques." 

 

3. Few-shot prompting 

Few-shot prompting is another technique that asks LLMs to complete specific 

tasks with just a few examples.  Few-shot prompting uses a small set of example 

prompts, unlike zero or one-shot prompting, which provides none or a single 

example. LLMs have around 2 – 5 examples of the most optimal output. Using 

only pre-existing knowledge and training data, they can then derive what they 

think is the correct answer. This helps reinforce the models’ reasoning processes. 

When trained on enough examples, the model can begin to generate consistent 

and reliable outputs. This type of prompt design technique is especially helpful 

when dealing with limited amounts of labeled data or when you want to adapt a 

pre-trained LLM to new objectives quickly. 

Example 1: 
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"The rise of AI in manufacturing has led to increased efficiency and predictive 

maintenance, reducing downtime." 

Summary: "AI improves efficiency and minimizes downtime through predictive 

maintenance in manufacturing." 

Example 2: 

"Sustainable manufacturing practices focus on reducing waste and energy 

consumption while maintaining production quality." 

Summary: "Sustainable manufacturing reduces waste and energy use while 

preserving quality." 

Now, summarize this paragraph: 

"Manufacturing technology selection is a complex process requiring the balance 

of cost, efficiency, and sustainability. MCDM methods such as AHP and TOPSIS 

help decision-makers evaluate trade-offs and align technology with strategic 

goals." 

Expected Response: 

"Manufacturing technology selection balances cost, efficiency, and sustainability 

using MCDM methods like AHP and TOPSIS." 

 4. Prompt-chaining 

Prompt chaining is a way to guide AI through complex tasks by using a series of 

linked prompts. As the LLM becomes familiar with user inputs, it starts to hone 

in on intent and gain a deeper understanding of what is being asked. Prompt 

chaining is specifically designed to accomplish this, enabling LLMs to learn, 

build context, and improve their outputs. In prompt chaining, a sequence of 

prompts is created, where each output is used to inform and refine the next. New 

prompt inputs recycle the previous output, creating a backlog of knowledge the 

model can draw upon to form new insights. This process gradually sharpens the 

model’s reasoning, allowing it to handle more complex tasks and objectives. The 

step-by-step nature of prompt chaining provides a more structured and targeted 

approach than other techniques, such as zero-shot, few-shot, or one-shot methods. 

Example: 

Step 1 (Extract Key Factors): 

"List three key factors in manufacturing technology selection." 
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Response: 
"1. Cost-effectiveness, 2. Sustainability, 3. Compatibility with existing systems." 

Step 2 (Expand on Each Factor): 

 "Explain why each of these factors is important in manufacturing technology 

selection." 

Response: 
"1. Cost-effectiveness ensures financial feasibility and ROI. 2. Sustainability 

aligns with environmental regulations and long-term efficiency. 3. Compatibility 

prevents disruptions and reduces integration costs." 

 

5. Tree-of-thoughts prompting 

Tree of thoughts (ToT) prompting helps AI think in many ways at once. It teaches 

the AI to solve problems more like humans do. LLM design involves the model 

generating a single outcome, typically following a linear sequence to generate an 

output. When decisions and tasks become more nuanced, getting the model to 

achieve the most accurate results is difficult. Tree of thought (ToT) prompting 

encourages LLMs to explore multiple reasoning paths. It teaches the model to 

solve problems dynamically, similar to how humans problem-solve. These paths 

resemble the structure of a tree, each represented by multiple branches and nodes 

that explore and refine steps toward a final solution. The multiple-pronged format 

of ToT prompting also allows the model to explore potential future outcomes, 

revise its approach, and revisit previous solution paths. This creates the dynamism 

LLMs require to perform nuanced objectives.  

Example Prompt: 

 

"What are the best strategies for selecting manufacturing technology, 

considering cost, efficiency, and sustainability? Provide multiple approaches and 

then select the best one." 

Response: 
"Approach 1: Use AHP to rank technologies based on weighted criteria. 

Approach 2: Use TOPSIS to compare alternatives against an ideal solution. 

Approach 3: Conduct cost-benefit analysis focusing on ROI. 

Best Approach: AHP, as it allows for structured decision-making while 

accommodating subjective judgments." 
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6. Meta prompting  

Meta prompting helps AI understand what we want better. It’s a way to give clear 

rules to the AI so it can give better answers. LLMs can more efficiently interpret 

user queries and generate the intended result by defining the essential components 

of a desired prompt input. This technique is called meta prompting. It involves 

formulating specific guidelines to direct LLMs in delivering focused responses. 

This is done by giving the model important details, such as context, examples, 

and parameters like tone, format, style, or desired actions. These clear instructions 

help the LLM develop the necessary reasoning to complete complex, incremental 

processes. The clearer the instructions we give an AI, the more accurate the 

answers become. This refines the output through repeated iterations until it 

consistently meets expectations. 

Example Prompt: 

"Before answering, generate a better prompt for selecting manufacturing 

technology based on multiple criteria." 

Response: 
"A better prompt: 'How can MCDM methods like AHP and TOPSIS be used to 

optimize manufacturing technology selection while balancing cost, efficiency, 

and sustainability?'" 

Now, answer the improved prompt: 

"MCDM methods like AHP and TOPSIS help rank and compare technologies 

based on structured criteria, ensuring optimal selection." 

7. Generated knowledge prompting  

Generated knowledge prompting evaluates how effectively pre-trained large 

language models (LLMs) can leverage their existing knowledge base. It involves 

reusing the outputs from the vast training data the model has been exposed to and 

incorporating them into new inputs. As the model produces information on a 

given topic, it establishes a logical path to follow. It learns from this generated 

knowledge and applies it to refine future outputs. This tests the model’s capacity 

to expand upon what it already knows, ensuring it can deepen its understanding. 

When taught what to learn, the model becomes better equipped to handle more 

dynamic objectives.  A crucial cycle is created that ensures accuracy and depth in 
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model performance. This is needed in enterprise-level solutions, where accuracy 

and depth of reasoning are non-negotiable. 

Example Prompt: 

"Before explaining how to select manufacturing technology, provide background 

knowledge on MCDM methods." 

Response (Step 1 - Generate Knowledge): 

"MCDM methods such as AHP and TOPSIS help decision-makers evaluate 

multiple factors by assigning weights and ranking alternatives. AHP is a 

hierarchical approach that breaks down complex decisions, while TOPSIS 

identifies solutions closest to an ideal outcome." 

Response (Step 2 - Use Knowledge to Answer the Question): 

"Using MCDM methods, manufacturers can rank technology options based on 

cost, efficiency, and sustainability, ensuring optimal selection." 

 

8. Self-consistency prompting 

Self-consistency prompting tries to get the best answer by exploring many 

thinking paths. It asks the same question many times and then picks the answer 

that comes up most often. LLMs interpret and contextualize data 

probabilistically, resulting in diverse and sometimes inconsistent outputs for each 

new query. This mirrors how a group of experts can present different viewpoints 

on the same problem despite sharing similar skills and knowledge. This technique 

runs the exact prompt multiple times and then aggregates the results to confirm 

the most consistent output. Reinforcing the right answer establishes a clear path 

of reasoning the model can follow to problem-solve future queries effectively. 

Self-consistency design enhances the probability of generating the right answer 

by comparing various potential routes. As a result, it improves outputs and 

elevates the model’s ability to handle more consequential objectives. 

Example Prompt: 

"Describe the role of MCDM in manufacturing technology selection. Generate 

three different answers and then choose the most consistent one." 
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Response: 
Answer 1: "MCDM methods like AHP and TOPSIS provide structured decision-

making for selecting technology based on multiple factors." 

Answer 2: "AHP, TOPSIS, and DEMATEL allow manufacturers to prioritize and 

compare technology options based on cost, efficiency, and other criteria." 

Answer 3: "Manufacturers use MCDM techniques to rank technology choices by 

weighing trade-offs in cost, efficiency, and sustainability." 

Final Selection: 

"MCDM methods like AHP, TOPSIS, and DEMATEL enable manufacturers to 

evaluate and prioritize technology based on multiple criteria, ensuring optimal 

decision-making." 

 

 

 

 

 

 

 

 

 


